
Journal of Statistical Physics, Vol. 123, No. 3, May 2006 ( C© 2006 )
DOI: 10.1007/s10955-006-9026-x

Large Deviations for the Fermion Point Process
Associated with the Exponential Kernel

Tomoyuki Shirai1

Received July 28, 2005; accepted January 24, 2006
Published Online: May 12, 2006

For the fermion point process on the whole complex plane associated with the exponen-
tial kernel ezw̄ , we show the central limit theorem for the random variable ξ (Dr ), the
number of points inside the ball Dr of radius r, as r → ∞ and we establish the large
deviation principle for the random variables {r−2ξ (Dr ), r > 0}.
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1. INTRODUCTION

Let {ζn}n ≥ 0 be a sequence of independent standard complex Gaussian random
variables and {cn}n ≥ 0 a (deterministic) sequence of complex numbers. The random
power series of the form X (z) = �∞

n = 0cnζnzn is a typical example of a Gaussian
analytic function. The set of its zeros has been widely studied in the contexts of both
mathematics and physics (cf.(1−4)). Recently it is shown in ref. 5 that the zeros
of the Gaussian analytic function Xhyp(z) = �∞

n = 0ζnzn in the unit disk U ⊂ C
turn out to be the fermion (or determinantal) point process µBerg in U associated
with the Bergman kernel KBerg(z, w) = π−1(1 − zw̄)−2, which is the reproducing
kernel of the L2-space of analytic functions in the unit disk. The Gaussian analytic
(entire) function Xflat(z) = �∞

n = 0(n!)−1/2ζnzn , whose covariance is given by ezw̄,
is studied as well as Xhyp(z); the terms “hyp” and “flat” indicate the symmetry
(cf.(1,3,4)). The zeros of Xflat become a point process on the whole complex plane,
say νflat, which is invariant under translations and rotations; its mean measure is
π−1m(dz), where m(dz) is the Lebesgue measure on C. In ref. 6, the decay rate of
the hole probability that there are no points inside the ball Dr of radius r is given
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as follows: for some positive constants c and C,

−c ≤ lim inf
r→∞

1

r4
log νflat(ξ (Dr ) = 0) ≤ lim sup

r→∞
1

r4
log νflat(ξ (Dr ) = 0) ≤ −C,

where ξ (Dr ) is the number of points inside Dr . If we consider the Poisson point
process � on the whole complex plane with the same mean measure π−1m(dz)
as that of νflat, it is obvious that �(ξ (Dr ) = 0) = −r2, so the hole probability of
νflat has faster decay than that of Poisson �. Here we consider the fermion point
process µexp on the whole complex plane associated with the exponential kernel
K (z, w) = ezw̄, which is the reproducing kernel of the L2-space of entire functions
with respect to the standard complex Gaussian measure. It is the counterpart of
µBerg for the whole complex plane and, moreover, it appears in the limit of the
eigenvalue point processes of the Ginibre complex matrix ensemble.(7) In the
physics literature, µexp arises from the two-dimensional one-component plasma
or jellium model at a special temperature and it is well-known to be exactly
solvable (cf.(8)). As is shown in Proposition 3.1, µexp has the same symmetry and
mean measure as those of νflat and �; the resemblance between νflat and µexp

is discussed, for example, in ref. 9. The exact order r4 for the hole probability
has been captured for the two-dimensional one-component plasma and also large
deviations problem has been discussed under several scalings in ref. 8. In the
present paper, by emphasizing the structure of fermion point processes, we show
the full large deviation principle for the random variables {r−2ξ (Dr ), r > 0}, where
r2 = Eξ (Dr ), and compute exactly the rate function. In particular, the decay order
of the hole probability turns out to be the same r4 as that of νflat but not �.

Theorem 1.1. Let µexp be the fermion point process on the whole complex
plane associated with the integral operator on L2(C, λ) with exponential kernel
K (z, w) = ezw̄, where λ is the standard complex Gaussian measure. Then

lim
r→∞

1

r4
log µexp(ξ (Dr ) = [ar2]) = −I (a), (1.1)

where [x] is the largest integer which does not exceed x and

I (a) =



1

4
|2a2 log a − (a − 1)(3a − 1)| a ≥ 0

∞ a < 0.

Moreover, for every measurable set �,

− inf
x∈�◦ I (x) ≤ lim inf

r→∞
1

r4
log µexp(r−2ξ (Dr ) ∈ �)

≤ lim sup
r→∞

1

r4
log µexp(r−2ξ (Dr ) ∈ �) ≤ − inf

x∈�

I (x).
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Remark 1.2.

(1) The rate function I (a) is given by the integral of the rate function for the
sum of Poisson random variables with mean 1, i.e.,

I (a) =
∣∣∣∣
∫ a

1
(1 − x + x log x) dx

∣∣∣∣ .
(2) The asymptotics of the Laplace transforms is given as

lim
r→∞

1

r2
log Eeαξ (Dr ) = α, ∀α ∈ R, (2)

where E stands for the expectation with respect to µexp. It might be said that the
mean-field approximation is valid in this model.

We also give the asymptotics of the variance of ξ (Dr ) with respect to µexp

and show the central limit theorem.

Theorem 1.3. The variance of the number of points in Dr is given by

var(ξ (Dr )) = r

π

∫ 4r2

0
(1 − x/4r2)1/2x−1/2e−x dx

∼ r√
π

as r → ∞. In particular, the central limit theorem holds:

π1/4(ξ (Dr ) − r2)√
r

d→ N (0, 1).

Remark 1.4. The variance var(ξ (Dr )) corresponds to that of the net electronic
charge Q Dr in equilibrium classical infinitely extended Coulomb systems, for
which the variance formula has been obtained in refs. 8 and 10 and it shows that
the variance behaves like

var(Q Dr ) ∼ − S∂ Dr

π

∫
d2r rs(r ),

where S∂ Dr is the volume of the boundary of Dr and s(r ) is the charge-charge
correlation function. Under the appropriate normalization, one can see that both
results coincide. We give a proof of Theorem 1.3 based on the Bernoulli structure
of ξ (Dr ) or Q Dr (Proposition 2.2).
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In Sec. 2 and 3, we recall the basics of fermion point processes and study some
basic properties of µexp. In Section 4, we give proofs of Theorem 1.1, Theorem
1.3 and (1.2).

2. FERMION POINT PROCESSES

In this section, we recall some well-known facts for fermion point processes.
Let R be a locally compact Hausdorff space with countable basis and B(R)

the topological Borel σ -field. We fix a Radon measure λ(dx) on (R,B(R)). The
configuration space Q = Q(R) is the totality of non-negative integer-valued Radon
measures on R and it is given the topology which is generated by the functions
Q � ξ 
→ ξ (A) ∈ R for every A ∈ B(R).

We can summarize the existence and uniqueness result for a fermion point
process associated with kernel K (x, y) as follows.(11,12)

Theorem 2.1. Let K be a self-adjoint integral operator on L2(R, λ) with kernel
K (x, y). Suppose that Spec(K ) ⊂ [0, 1] and K is of locally trace class, i.e., for any
compact set � ⊂ R, K� = I�K I� is of trace class. Then there exists a unique
Borel probability measure µK on Q such that for any non-negative bounded
measurable function f with compact support∫

Q
µK (dξ ) exp

(
−

∫
R

ξ (dx) f (x)

)
= Det(I − Kφ), (2.1)

where φ = 1 − e− f , Kφ = √
φK

√
φ and Det(I − Kφ) is the Fredholm determi-

nant of the integral operator Kφ . Moreover, the n-th correlation measure λn is
given by

λn(dx1 . . . dxn) = det(K (xi , x j ))
n
i, j=1λ

⊗n(dx1 . . . dxn). (2.2)

The resultant point process µK is called a fermion point process after(13) or
often called a determinantal point process associated with the kernel K. General
properties and convergence theorems for fermion point processes are found in
(cf.(11,12)).

For a compact set � ⊂ R, we focus on the random variable ξ (�), the number
of points in �. We recall some basic results for ξ (�).

Proposition 2.2. The probability of the event {ξ (�) = k} is given by the formula:
for k = 0, 1, 2, . . . ,

µK (ξ (�) = k) =
∑

I⊂{0,1,2,...}
|I |=k

∏
i∈I

κi

∏
j∈I c

(1 − κ j ). (2.3)
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where κn ∈ [0, 1], n = 0, 1, 2, . . . are the eigenvalues of K�. Moreover, if
X0, X1, . . . are independent {0, 1}-valued random variables each of which obeys
the Bernoulli distribution Be(κn), n = 0, 1, 2, . . ., then

ξ (�)
d=

∞∑
n = 0

Xn. (2.4)

Proof: Observing that 1 − e− f = (1 − e−α)I� when f = α I�(α ≥ 0) and κn ∈
[0, 1] by the assumption of K, we see from (2.1) that

E
[
e−αξ (�)

] = Det(I − (1 − e−α)K�) =
∞∏

n = 0

(1 − κn + e−ακn) (2.5)

=
∞∏

n = 0

Ee−αXn = E
[
e−α�∞

n = 0 Xn
]
,

which implies (2.4). The formula (2.3) follows immediately from (2.4). �

Proposition 2.3. The mean and variance of ξ (�) are given as

Eξ (�) = Tr K�, var (ξ (�)) = Tr K�(I − K�).

Proof: Since ξ (�)
d= ∑∞

n = 0 Xn from Proposition 2.2, we get

Eξ (�) =
∞∑

n = 0

E Xn =
∞∑

n = 0

κn, var (ξ (�)) =
∞∑

n = 0

var(Xn) =
∞∑

n = 0

κn(1 − κn).

�

The central limit theorems for fermion point processes have been studied
(cf.(14−16)). By noticing the fact that the number of points inside the ball is the sum
of independent random variables, one can give the following proof, which is also
given in ref. 17 along this way.

Proposition 2.4. Let {�n}n≥1 be an increasing sequence of compact sub-
sets such that var(ξ (�n)) goes to ∞. Then, ξ (�n)/Eξ (�n) → 1 a.s., and
(ξ (�n) − Eξ (�n))/

√
var(ξ (�n)) converges in distribution to the standard nor-

mal distribution N (0, 1).

Proof: We remark that var(ξ (�)) ≤ Eξ (�). The law of large numbers follows
from the standard argument. For the central limit theorem, one can easily show
the convergence of the characteristic functions by using the identity (2.4) and the
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following fact: let αn(t) ∈ C, n = 0, 1, 2, . . . be a sequence of complex numbers
satisfying (i) supt>0 �∞

n = 0|αn(t)| < ∞, (ii) �∞
n = 0αn(t) → α as t → ∞ and (iii)

supn≥0 |αn(t)| → 0 as t → ∞. Then �∞
n = 0 log(1 + αn(t)) → α. �

3. FERMION POINT PROCESS ASSOCIATED WITH THE

EXPONENTIAL KERNEL

Let R = C and λ(dz) be the standard complex Gaussian measure on C, i.e.,

λ(dz) = 1

π
e−|z|2 m(dz),

where m(dz) is the Lebesgue measure on C. Let L2(C, λ) be the L2-space over C
with inner product

〈 f, g〉 =
∫

C
f (z)g(z)λ(dz).

We consider the closed subspace of entire functions of L2(C, λ) and denote it by
A2(C, λ). Remark that the entire functions

ϕn(z) = zn

√
n!

, n = 0, 1, 2, . . . (3.1)

form a complete orthonormal basis of A2(C, λ). Let K : L2(C, λ) → L2(C, λ) be
the integral operator with kernel K (z, w) = ezw̄, which is the reproducing kernel
of A2(C, λ) in the sense that 〈 f, K (·, w)〉 = f (w) for any w ∈ C. Since

K (z, w) =
∞∑

n = 0

ϕn(z)ϕn(w),

the operator K defines the orthogonal projection from L2(C, λ) onto A2(C, λ). In
particular, its eigenvalues are 0 or 1 of infinite multiplicities.

Let µexp be the fermion point process on C associated with the exponential
kernel K (z, w) = ezw̄ with respect to λ. We remark that the integral kernel is given
by

K̃ (z, w) = e−|z−w|2/2+√−1 Im zw̄ = ezw̄−|z|2/2−|w|2/2

with respect to π−1m instead of λ. Although the kernel K̃ itself is not invari-
ant under translations, the point process µexp is invariant under translations and
rotations. Indeed, we have the following:

Proposition 3.1. The first and second correlation measure of µexp are given by

λ1(dz) = 1

π
m(dz), λ2(dz1dz2) = 1

π2

(
1 − e−|z1−z2|2)m⊗2(dz1 dz2),
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respectively. In general, the n-th correlation measure is invariant under transla-
tions and rotations in the whole complex plane.

Proof: By the formula (2.2), we see that the first correlation density with respect
to the Lebesgue measure m is given by

π
dλ1

dm
(z) = K (z, z)e−|z|2 = 1,

and the second one

π2 dλ2

dm⊗2
(z1, z2) = det(K (zi , z j ))

2
i, j=1e−(|z1|2+|z2|2)

= (
e|z1|2+|z2|2 − ez1 z̄2+z̄1z2

)
e−(|z1|2+|z2|2)

= 1 − e−|z1−z2|2 .

For the n-th correlation measure,

πn dλn

dm⊗n
(z1, . . . , zn) = det(K (zi , z j ))

n
i, j=1e−�n

i=1|zi |2

=
∑
σ∈Sn

sgn(σ )
n∏

i=1

ezi z̄σ (i) · e−�n
i=1|zi |2

=
∑
σ∈Sn

sgn(σ ) exp( fσ (z1, . . . , zn)),

where fσ (z1, . . . , zn) = ∑n
i=1 zi (zσ (i) − zi ). For a, b ∈ C, |a| = 1, we consider

the transformation zi 
→ azi + b, and then

fσ (az1 + b, . . . , azn + b) =
n∑

i=1

(azi + b)((azσ (i) + b) − (azi + b))

=
n∑

i=1

(zi + bā)(zσ (i) − zi )

= fσ (z1, . . . , zn).

The last equality follows from the equality �n
i=1(zσ (i) − zi ) = 0 for every σ ∈ Sn

and it implies the second assertion. �
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Lemma 3.2. Let Dr = {|z| ≤ r} and Kr = K Dr : L2(C, λ) → L2(C, λ). Then
the eigenvalues of Kr except 0 are given by

κn = 1

n!

∫ r2

0
tne−t dt =

∞∑
k=n+1

r2ke−r2

k!
, n = 0, 1, 2, . . . , (3.2)

and the corresponding eigenfunctions are ϕn, n = 0, 1, 2, . . . defined in (3.1). In
particular, Kr is of trace class.

Proof: Putting ϕn,r = ϕn IDr /‖ϕn IDr ‖, we obtain an orthonormal system
{ϕn,r }∞n=0. By the definition of Kr ,

Kr (z, w) =
∞∑

n=0

ϕn(z)IDr (z)ϕn(w)IDr (w) =
∞∑

n=0

‖ϕn IDr ‖2ϕn,r (z)ϕn,r (w).

Then the eigenvalues of Kr are ‖ϕn IDr ‖2 = 0, 1, . . ., and their eigen-functions are
ϕn,r , n = 0, 1, . . . All we have to do is compute the norm ‖ϕn IDr ‖2. Since |Z |2
is the exponential random variable with mean 1 when Z is the standard complex
Gaussian random variable, we get

κn = ‖ϕn IDr ‖2 =
∫

Dr

|z|2n

n!
λ(dz)

= 1

n!
E[|Z |2n; |Z |2 ≤ r2] = 1

n!

∫ r2

0
tne−t dt

In particular, Tr Kr = r2. �

Remark 3.3. Let X0, X1, . . . be a sequence of independent, identically dis-
tributed exponential random variables with mean 1 and Yr2 the Poisson random
variable with mean r2. Then we get two useful expressions of κn:

κn = κn(r ) = P(Sn ≤ r2) (3.3)

= P(Yr2 ≥ n + 1), (3.4)

where Sn = X0 + · · · + Xn. So it is obvious that κn = κn(r ) is monotone decreas-
ing in n and monotone increasing in r. Moreover, if f in Theorem 2.1 is a function
of |z|, then the eigenvalues of Kφ are given by

κn( f ) = E[φ(
√

Sn)]

for n = 0, 1, . . ., where φ = 1 − e− f . This fact is essentially pointed out as co-
variance structure for the eigenvalue (finite) point process of Ginibre’s complex
random matrix in. refs.18 and 19.



Large Deviations for the Fermion Point Process 623

Remark 3.4. In the same way as above, one can discuss the fermion point process
associated with the Bergman kernel KBerg. Let R = U = {|z| < 1} and λ(dz) =
m(dz), the Lebesgue measure on R. We consider the L2-space L2(U ) with respect to
the inner product 〈 f, g〉U = ∫

U f (z)g(z)m(dz) and the closed subspace of L2(U )
of analytic functions, i.e., A2(U ) = { f : U → C; || f ||U < ∞, f is analytic}. If
we put ψn(z) = π−1/2(n + 1)1/2zn, {ψn}n ≥ 0 forms an orthonormal basis of A2(U ).
Then the integral operator K on L2(U ) with the Bergman kernel is the orthogonal
projection onto A2(U ) and the eigenvalues (except 0) of the restriction Kr =
K Dr , 0 ≤ r < 1, are given by κn = r2n+2, n = 0, 1, . . . , and the corresponding
eigenfunction is ψn. Let X0, X1, . . . be a sequence of independent, identically
distributed random variables whose common law is the uniform distribution on
[0, 1], Tn = max0≤i≤n Xi and Zr2 the geometric distribution with parameter r2.
Then we get similar expressions of κn as κn = P(Tn ≤ r2) = P(Zr2 ≥ n + 1);
moreover, for a function f of |z|, κn( f ) = E[φ(

√
Tn)] as in the above remark.

4. PROOFS OF THE THEOREMS

In this section, we give proofs of (1.2), Theorem 1.1 and Theorem 1.3.
Throughout this section, we write ρ = r2, for simplicity.

Proof of Theorem 1.3: It is obvious by (3.4) that Eξ (Dr ) = EYρ = ρ. Setting
pk = P(Yρ = k), we have

∞∑
n = 0

κ2
n =

∞∑
n = 0

∞∑
k,�=n+1

pk p� =
∞∑

k,�=1

k ∧ � · pk p�

= E[Yρ ∧ Y ′
ρ] ,

where Y ′
ρ is an independent copy of Yρ . By Proposition 2.3, we have

var(ξ (Dr )) = Tr Kr (I − Kr ) = EYρ − E[Yρ ∧ Y ′
ρ] = E[Xρ ; Xρ ≥ 0],

where Xρ = Yρ − Y ′
ρ . Let ϕρ(θ ) be the characteristic function of Xρ . Then we see

that
ϕρ(θ ) = E exp(iθ Xρ) = exp(ρ(eiθ − 1)) exp(ρ(e−iθ − 1))

= exp

(
−4ρ sin2 θ

2

)
and that

var(ξ (Dr )) = E[Xρ ; Xρ ≥ 0] =
∞∑

n=1

n P(Xρ = n)
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=
∞∑

n=1

n

2π

∫ 2π

0
ϕρ(θ )e−inθdθ =

∞∑
n=1

1

2π i

∫ 2π

0
ϕ′

ρ(θ )e−inθdθ

= lim
N→∞

1

2π i

∫ 2π

0
ϕ′

ρ(θ )
e−iθ (1 − e−i Nθ )

1 − e−iθ
dθ

= 1

2π i

∫ 2π

0
ϕ′

ρ(θ )
e−iθ

1 − e−iθ
dθ

by Riemann-Lebesgue’s theorem. The real part of the R.H.S. is the desired expres-
sion:

var(ξ (Dr )) = r2

π

∫ 2π

0
cos2 θ

2
· exp

(
−4r2 sin2 θ

2

)
dθ

= r

π

∫ 4r2

0
(1 − x/4r2)1/2x−1/2e−x dx .

The last integral converges to �(1/2) = √
π and so the asymptotics is obtained.

The central limit theorem immediately follows from Proposition 2.4. �

Lemma 4.1. Let κn be as before. Then, for any β ≥ −1,

lim
ρ→∞

1

ρ

∣∣∣∣∣∣
∞∑

n=[ρ]

log(1 + βκn)

∣∣∣∣∣∣ = lim
ρ→∞

1

ρ

∣∣∣∣∣
[ρ]∑

n = 0

log κn

∣∣∣∣∣ = 0.

Proof: First we note that

κ[aρ] = P
(
S[aρ] ≤ ρ

) →



1 0 ≤ a < 1,

1/2 a = 1,

0 a > 1.

(4.1)

Then for any sufficiently large ρ > 0, κn ≤ 2/3 for any n ≥ [ρ]. For β ≥ −1,
there exists an A = Aβ > 0 such that | log(1 + βx)| ≤ Ax(0 ≤ x ≤ 2/3). Then,
for any sufficiently large ρ,

1

ρ

∣∣∣∣∣∣
∞∑

n=[ρ]

log(1 + βκn)

∣∣∣∣∣∣ ≤ A

ρ

∞∑
n=[ρ]

P(Yρ ≥ n + 1)

= A

ρ

∞∑
k=[ρ]+1

(k − [ρ])P(Yρ = k)
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= A

{
P(Yρ = [ρ]) + ρ − [ρ]

ρ
P(Yρ ≥ [ρ] + 1)

}

≤ A

{
ρ[ρ]e−ρ

√
2π [ρ][ρ][ρ]e−[ρ]

+ ρ − [ρ]

ρ

}
→ 0 (ρ → ∞) .

Here we used Stirling’s formula for the last inequality. In the same manner,

1

ρ

∣∣∣∣∣
[ρ]∑

n = 0

log κn

∣∣∣∣∣ = 1

ρ

∣∣∣∣∣
[ρ]∑

n = 0

log(1 − (1 − κn))

∣∣∣∣∣
≤ A

{
P(Yρ = [ρ]) + [ρ] + 1 − ρ

ρ
P(Yρ ≤ [ρ])

}
→ 0 (ρ → ∞) .

�

Now we prove (1.2) by using Lemma 4.1.

Proof of (1.2): By (2.5) and Lemma 4.1, it suffices to show

lim
ρ→∞

1

ρ
log E

[
eαξ (Dr )

] = lim
ρ→∞

1

ρ

[ρ]−1∑
n = 0

log(1 + βκn) = α

where β = eα − 1. When β > 0, the inequality

(1 − δ) log
(
1 + βκ[(1−δ)ρ]

) + (δ − 2ρ−1) log
(
1 + βκ[ρ]−1

)
≤ 1

ρ

[ρ]−1∑
n = 0

log(1 + βκn) ≤ log(1 + βκ0)

holds for any δ > 0. Since δ is arbitrary, letting ρ → ∞, we get the assertion from
(4.1). In the case of −1 < β ≤ 0, one can show the assertion in the same way.

Proposition 4.2. For any 0 ≤ a ≤ b,

lim
ρ→∞

1

ρ2
log

[bρ]∏
n=[aρ]

(1 − κn) = −
∫ b

a
J (x)χ[0,1](x) dx (4.2)
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and

lim
ρ→∞

1

ρ2
log

[bρ]∏
n=[aρ]

κn = −
∫ b

a
J (x)χ[1,∞](x)dx , (4.3)

where J (x) = 1 − x + x log x and χA(x) is the indicator function of A. In partic-
ular,

lim
ρ→∞

1

ρ2
log

[aρ]−1∏
n = 0

κn

∞∏
n=[aρ]

(1 − κn) = −1

4
|2a2 log a − (a − 1)(3a − 1)| (4.4)

for any a ≥ 0.

Proof: Here we show only (4.2) because (4.3) can be shown in the same way. Let
Sn be as in (3.3). For any 0 ≤ s < t < 1, by the large deviations result for the sum
of independent, identically distributed exponential random variables, we obtain

1

ρ2

[tρ]∑
n=[sρ]+1

log P(Sn ≥ ρ) ≤ 1

ρ2
([tρ] − [sρ]) log P(S[tρ] ≥ ρ)

≤ 1

ρ2
([tρ] − [sρ]) log P

(
S[tρ] ≥ t−1[tρ]

)
→ −(t − s) · t I1(t−1) , (4.5)

where I1(x) = x − 1 − log x is the rate function (cf.(20)). Similarly,

1

ρ2

[tρ]∑
n=[sρ]+1

log P(Sn ≥ ρ) ≥ 1

ρ2
([tρ] − [sρ]) log P(S[sρ]+1 ≥ ρ)

→ −(t − s) · s I1(s−1) . (4.6)

Now putting J (x) = x I1(x−1) = 1 − x + x log x , by the definition of Riemann’s
integral and Lemma 4.1, we get

lim
ρ→∞

1

ρ2

[bρ]∑
n=[aρ]

log(1 − κn) = lim
ρ→∞

1

ρ2

[bρ]∑
n=[aρ]

log P(Sn ≥ ρ)

= −
∫ b

a
J (x)χ[0,1](x) dx

for 0 ≤ a ≤ b. A direct computation shows (4.4) from (4.2) and (4.3). �
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Remark 4.3. If one uses the expression (3.4) instead of (3.3), one obtains (4.5)
and (4.6) as a direct consequence of the large deviations result for Poisson random
variables; indeed, J (x) is nothing but the rate function for them.

We are now in a position to prove Theorem 1.1.

Proof of Theorem 1.1: Since the lower bound is clear from (2.3) and (4.4), it
suffices to show the inequality

lim sup
ρ→∞

1

ρ2
log

∑
I⊂{0,1,2,....}

|I |=[aρ]

∏
i∈I

κi

∏
i∈I c

(1 − κi ) ≤ lim
ρ→∞

1

ρ2
log

[aρ]−1∏
i=0

κi

∞∏
i=[aρ]

(1 − κi )

or, equivalently,

lim sup
ρ→∞

1

ρ2
log

∑
I⊂{0,1,2,....}

|I |=[aρ]

∏
i∈I

h(κi ) ≤ lim
ρ→∞

1

ρ2
log

[aρ]−1∏
i=0

h(κi ) , (4.7)

where h(x) = x/(1 − x)−1. Note that the non-negative function h(x) on [0, 1) is
monotone increasing, h(1/2) = 1 and h(x) ≤ 3x on [0, 2/3].

First we consider the case where 0 ≤ a < 1 and fix M > 1 large enough.
Set

Im,k = {I ⊂ {0, 1, 2, . . .}; |I | = m, |I ∩ [0, [Mρ])c| = k}
for k = 0, 1, . . . , m. Then, for any sufficiently large ρ > 0, we have

∑
I⊂{0,1,2,....}

|I |=m

∏
i∈I

h(κi ) =
m∑

k=0

∑
I∈Im,k


 ∏

i∈I∩[0,[Mρ])

h(κi )





 ∏

j∈I∩[0,[Mρ])c

h(κ j )




≤
m∑

k=0

(
m−k−1∏

i=0

h(κi )

)(
[Mρ]
m − k

)
· 1

k!


 ∞∑

j=[Mρ]

h(κ j )




k

≤
(

[aρ]−1∏
i=0

h(κi )

)(
[Mρ]
[aρ]

) m∑
k=0

1

k!


 ∞∑

j=[Mρ]

h(κ j )




k

≤
(

[aρ]−1∏
i=0

h(κi )

)(
e[Mρ]

[aρ]

)[aρ]

e3ρ (4.8)

for every m = 0, 1, . . . , [aρ].
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Next we consider the case where a > 1. Then, for any sufficiently large ρ,

∑
I⊂{0,1,2,....}

|I |=m

∏
i∈I

h(κi ) =
∞∑

n=m−1

∑
I⊂{0,1,...,n}

n∈I

∏
i∈I

h(κi )

≤
(

m−2∏
i=0

h(κi )

) ∞∑
n=m−1

(
n

m − k

)
h(κn)

≤
(

[aρ]−2∏
i=0

h(κi )

) ∞∑
n=m−1

(
n

m − 1

)
3κn

= 3

(
[aρ]−2∏

i=0

h(κi )

)
ρm

m!
(4.9)

for every m ≥ [aρ]. The last equality follows from the first equality in (3.2). From
(4.8), (4.9), we can show (4.7) and hence (1.1).

Moreover, it is easy to see that

µexp(ξ (Dr ) ≤ aρ) ≤ ([aρ] + 1)
[aρ]−1∏

i=0

κi

∞∏
i=[aρ]

(1 − κi )

(
e[Mρ]

[aρ]

)[aρ]

e3ρ

for 0 ≤ a < 1, and

µexp(ξ (Dr ) ≥ aρ) ≤ 3
[aρ]−2∏

i=0

κi

∞∏
i=[aρ]−1

(1 − κi ) · eρ P(Yρ ≥ [aρ])

for a > 1, from which the large deviation principle easily follows.

ACKNOWLEDGMENTS

This work is partially supported by JSPS under the Grant-in-Aid for Scientific
Research No. 15740055.

REFERENCES

1. J. H. Hannay, Chaotic analytic zero points: Exact statistics for those of a random spin state, J. Phys.
A: Math. Gen. 29:101–105 (1996).

2. J.-P. Kahane, Some random series of functions, 2nd Ed. (Cambridge University Press, Cambridge,
1985).

3. P. Leboeuf, Random analytic chaotic eigenstates, J. Statist. Phys. 95:651–664 (1999).
4. M. Sodin, Zeros of Gaussian analytic functions, Math. Res. Lett. 7:371–381 (2000).
5. Y. Peres and B. Virág, Zeros of the i.i.d. Gaussian power series: a conformally invariant determi-

nantal process, Acta Mathematica 194:1–35.



Large Deviations for the Fermion Point Process 629

6. M. Sodin and B. Tsirelson, Random complex zeroes, III. Decay of the hole probability, Israel J.
Math. 147:371–379 (2005).

7. J. Ginibre, Statistical ensembles of complex, quaternion and real matrices, J. Math. Phys. 6:440–
449 (1965).

8. B. Jancovici, J. L. Lebowitz, and G. Manificat, Large charge fluctuations in classical Coulomb
systems, J. Statist. Phys. 72:773–787 (1993).

9. J. H. Hannay, Saddle points in the chaotic analytic function and Ginibre characteristic polynomial,
J. Phys. A: Math. Gen. 36:3379–3383 (2003).

10. Ph. A. Martin and T. Yalcin, The charge fluctuations in classical Coulomb systems, J. Statist. Phys.
22:435–463 (1980).

11. A. Soshnikov, Determinantal random point fields, Russian Math. Surveys 55:923–975 (2000).
12. T. Shirai and Y. Takahashi, Random point fields associated with certain Fredholm determinants I:

Fermion, Poisson and Boson processes, J. Funct. Anal. 205:414–463 (2003).
13. O. Macchi. The coincidence approach to stochastic point processes, Adv. Appl. Prob. 7:83–122

(1975).
14. O. Costin and J. L. Lebowitz, Gaussian fluctuation in random matrices, Phys. Rev. Lett. 75:69–72

(1995).
15. A. Soshnikov, Gaussian fluctuation for the number of particles in Airy, Bessel and sine and other

determinantal random point fields, J. Statist. Phys. 100:491–522 (2000).
16. A. Soshnikov, Gaussian limit for determinantal random point fields, Ann. Probab. 30:171–187

(2002).
17. J. B. Hough, M. Krishnapur, Y. Peres, and B. Virág, Determinantal Processes and Independence,

available via arXiv:math.PR/0503110, (2005).
18. B. Rider, Order statistics and Ginibre’s ensembles, J. Statist. Phys. 114:1139–1148 (2004).
19. B. Rider, Deviations from the circular law, Probab. Theory Related Fields 130:337–367 (2004).
20. J. D. Deuschel and D. W. Stroock, Large Deviations (Academic Press, Boston) (1989).


